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1. Introduction

Specialty care clinics, in which specialists have extensive training and education, are designed to provide specific diagnoses and treatments. As modern medical development, specialties are distinguished even in the same clinics. For example, in otorhinolaryngology, specialty care physicians (SCPs) diagnose and treat a wide range of diseases around the ear, nose, and throat regions. If a patient chooses a physician who is not in the right expertise, effective care may not be achieved. In practice, patients select SCPs either through referrals from their primary care physicians (PCPs) or by themselves. In a specialty care system with referrals, e.g., the United States, referrals by PCPs are frequently failed and often led to medical errors [1, 2]. It can be worse without the help of referrals. Especially for patients, because they have limited medical education and knowledge, but have to choose SCPs by themselves. On the other side, SCPs would prefer to see more patients that fall into their areas of clinical expertise, such that their medical training and education can be realized. Therefore, it is very critical to match patients with capable physicians in specialty care, such that the quality of care can be guaranteed to some extent.

With the rapid development of information technology in healthcare, some applications have been invented to solve this patient and physician matching problem in specialty care recently. For example, in the United States, Specialty Care Connect (https://armadahealth.com/patient-physician-matching) powered by Armada Health had applied analytic models to connect patients to the right SCPs. In China, an intelligent matching system, named “Rui Zhi”, has been invented by Tencent, which is one of the biggest internet-based technology corporations in China. It has been implemented in Guangzhou women and children’s medical center since May 2018. The accuracy of diagnoses was claimed to be 94%, and the matching accuracy was reported to be 96%. Recently, a patient-and-physician matching index is proposed to measure the capability between patients and SCPs through an improved multi-disease pre-diagnosing Bayesian network model, which is based on given patient’s symptoms and physician’s specialties [3]. The experimental results show that the proposed patient-and-physician matching index increases the physician matching accuracy under various settings. Integrated with data science technologies and medical knowledge, these matching applications and mechanisms are designed to ensure the effectiveness of specialty care.

Apart from the effectiveness, timely, and accessible coordination in specialty care is also very critical. In order to improve the efficiency of specialty care operations, appointment scheduling is an essential and efficient way to maximize physicians’ time utilities and improve patients’ satisfaction by reducing waiting time. Appointment scheduling has been well studied in primary care. In specialty care, when we make a schedule, we should take the unique characteristic of specialty into consideration, i.e., the matching between patients and physicians, so as to make a more reasonable schedule. To the best of our knowledge, there is no appointment scheduling literature that considers the effectiveness through the patient and physician matching. To ensure the effectiveness and efficiency of specialty care, the matching mechanism should be embedded in the appointment scheduling system, such that timely access and efficiency can be achieved at the same time.

In an appointment scheduling problem in specialty, there are usually multiple physicians (with appointment scheduling terminology, physicians often refer to service providers) provide services. Thus, our studied appointment scheduling problem in specialty care is a multiple-provider appointment scheduling problem indeed. Due to the vast majority of work on matching between patients
and physician preferences, in this work, we regard the matching cost between patients and physicians as the inputs to the appointment scheduling model.

To sum up, in this study, we integrate the matching cost between patients and physicians into appointment scheduling problem for the specialty care, in which the service times are stochastic. Our objective is to jointly optimize the assignment and job allowance for each patient, such that the weighted operational and matching costs are minimized. We first formulate our studied problem as a two-stage optimization problem based on the sample average approximation (SAA) approach. After analyzing the properties for the optimal solution of the second stage problem, an improved Benders decomposition algorithm is proposed. Finally, we conduct computational experiments to identify the efficiency of our proposed algorithm and investigate some managerial insights.

The contributions of this paper are summarized as follows. First, we adapt the patient-and-physician matching cost into the appointment scheduling problem. To the best of our knowledge, we are the first to jointly consider the matching problem and the appointment scheduling problem with multiple service providers in a stochastic environment. The experimental results in Section 5 give the managerial benefits of combining these two problems. The operational costs gap is as large as 51% between the ill-matched and the well-matched patients and physicians scenarios. Second, a two-stage stochastic program is formulated to minimize the weighted operational and matching costs. We analyze a low bound for the optimal objective value under any potential assignment. Third, we analyze the properties for the optimal solution of the second stage problem. On this basis, we propose an improved Benders decomposition algorithm with feasibility cuts to solve this problem efficiently. The experimental results of Section 5 show that our algorithm can obtain optimal solutions for medium-size problems within 2 or 3 minutes. In contrast, traditional optimal methods require nearly 2 hours. For large-size problems, our algorithm can obtain optimal solutions within 5 or 6 minutes, whereas traditional optimal methods cannot generate a result within 5 hours. Finally, several sensitivity analyses are conducted under different parameter settings. Our numerical results indicate the importance of the patient-and-physician matching. To provide quality care as well as minimize the total cost of appointment scheduling in specialty care, we suggest that physicians should develop or train their specialties based on the local patients' disease pattern.

The overview of this paper is organized as follows. The literature related to patient-and-physician matching and appointment scheduling is reviewed in Section 2. We formally describe our studied problem in Section 3. The details of our proposed improved Benders decomposition approach are stated in Section 4. We extend our method to incorporate no-shows in Section 5. In Section 6, we conduct some numerical experiments to verify our proposed method and examine some potential insights. Some managerial implications are summarized in Section 7, followed by the summary and future work in Section 8.

2. Literature Review

In this section, we review the literature that is most relevant to our research. In particular, we focus mainly on patient-and-physician matching problems and fundamental appointment scheduling problems.

2.1. Patient-and-physician matching

The patient-and-physician matching problems of specialty care are different from primary care and elective surgery. In primary care, access to services is the most critical factor for patient-and-
physician matching [4]. Several studies also provide evidence that physicians’ interpersonal skills affect patients’ satisfaction [5] and treatment outcomes [6]. Gong et al. [7] propose a weighted average model to recommend physicians by considering the economic matching degree, medical domain matching degree, recommender influence, and region reference. A time-constraint probability factor graph model learns these features from a real-world medical data set, which was optimized by a constraint-based optimization framework. Liu et al [8] examine the patients’ preferences and choice behavior in the scheduling appointment, which include the gender effect, speed, and physician of choice. Although the physician of choice is highly correlated to the quality of care, the detail of the physician of choice is not disclosed.

With the development of modern medical science, physicians tend to have distinguished specialties, although they are in the same department. The medical skills or specialties of physicians become more critical in patient-and-physician matching. Kinchen et al. [9] analyze the significant factors affecting the choice of specialists by primary care physicians through a survey. Medical skills, appointment timeliness, and quality of specialist communication are the three most important factors. Most existing literature studies the variations and their causes in referral decision making among PCPs. However, few explore the appropriateness of the referral decision, which is mainly defined by the medical skill [2].

Pan et al. [10] propose a dynamic preference learning algorithm to recommend physicians in specialty care by considering both patients’ preferences and their heterogeneous illness conditions. Furthermore, it is assumed that general practitioners correctly evaluated patients’ illness conditions, and there was no bias to refer physicians in specialty care. However, general practitioners may lack related expertise and have some biased information about SCP. To eliminate biases or mistakes of referrals in specialty care, a pre-diagnosing model is applied to gain a more accurate diagnosis of patients’ disease(s). Given the specialty information of a physician, a patient-and-physician matching index is proposed to measure the quality influence during the matching [3].

However, the matching literature mentioned above only considers the isolated matching between patients and physicians but ignores the operational aspects (i.e., timely and accessible) during the specialty care visit. Thus, we need to further integrate the matching with the appointment scheduling problem.

2.2. Appointment Scheduling

In the literature, one classic appointment scheduling problem refers to the intra-day scheduling problem, which focuses on making appointment decisions on a given day. For this kind of appointment scheduling problem, usually, it is assumed that only one service provider provides service. The decision-maker needs to determine the start time of each appointment so as to balance the costs for both patients and service providers. Specifically, most works, including ours, study the objective of minimizing the total expected (weighted) costs of patients’ waiting times, service provider’s idle times, and overtime [11, 12]. If there is no session length constraint, some studies only take patients’ waiting times and service providers’ idle times into consideration in the objective function [13, 14, 15, 16]. While other studies, including ours, consider total expected (weighted) costs of patients’ waiting times and service provider’s overtime in the objective function [17, 18, 19]. Consider patients’ behavior, some work also take patients’ no-shows into consideration [17, 20, 21, 22]. Our
work also consider this important patients’ behavior.

The classic appointment scheduling problems with a single service provider are often considered in a stochastic environment, such as random service times [11, 23] and random no-shows [21, 22]. In order to handle these uncertainties, most works focus on developing some stochastic optimization models [11, 24, 25, 21, 22]. On this basis, the developed stochastic models are often approximated as corresponding (mixed-integer) linear programs through Sample Average Approximation (SAA) approach [26, 27, 28]. For those (mixed-integer) linear programs, when the sample size is small (e.g., ≤ 500), they often can be solved directly [27, 28]. Nevertheless, when the sample size is large, it is difficult to achieve a high accuracy level solution within a reasonable computational time. In this case, some efficient algorithms are developed, such as the Benders decomposition algorithm [29, 30, 26], and simulation-based sequential algorithms [31]. In this work, we first formulate our studied problem as a stochastic program. And then, we also exploit the SAA approach to handle the stochastic service times. On this basis, we develop an improved Benders decomposition algorithm to solve the problem.

However, the vast majority of the literature focuses on service systems that only involve one service process with one service provider [11, 24, 25, 17, 23]. In addition to systems with only one service provider, systems with many service providers also prevail in practice. However, studies on appointment scheduling problems with multiple service providers are limited. To the best of our knowledge, the only appointment scheduling works with multiple service provider systems are those by [32, 33, 34, 35, 36]. Sickinger et al. [34] consider two CT-scan machines in a radiology department, in which two machines are regarded as two identical parallel providers with identical deterministic service times. Similarly, Zacharias et al. [36] also assume the service providers are identical, and the service time is also identical deterministic. In contrast, Alvarez et al. [32] consider stochastic service times in a two-stage service system in which two identical parallel service providers in the first stage. Their purpose is to minimize the total weighted costs of patients’ waiting and service providers’ idling. Zheng et al. [33] consider no-shows in their model; however, their model cannot be easily adapted to the overtime case. Soltani et al. [35] also consider stochastic service times, and patients no-shows for an appointment scheduling problem with multiple service providers. Different from Zheng et al [33], they consider both patients’ waiting time, and service providers’ idle time and overtime in the objective function.

However, all existing appointment scheduling problems do not consider the quality-related matching factors between patients and physicians. As we mentioned in the introduction section, the patient-and-physician matching is critical to improving the effectiveness in specialty care. Therefore, we integrate the multiple-provider appointment scheduling problem with the patient-and-physician matching problem in this paper.

3. Problem Formulation

In this paper, we consider generic specialty care with \( k \) service providers (in the rest of this paper, we use the terminology “service provider” to represent the specialty care physician). There are totally \( n \) patients needed to be scheduled within a session length \( T \). Before making a schedule, the decision-maker has the following information: (1) The matching costs \( m_{ij}, i = 1, 2, \ldots, n, j = 1, 2, \ldots, k \), which denote the cost for patient \( i \) match physician \( j \), are assumed to be known in
advance. In this work, we take the matching cost as input and it can be derived from the patient-
and-physician matching index proposed by [3]. Li et al. [3] measure the matching indexes between
patients and physicians based on the symptom-specialty relationship through a trained Bayesian
network pre-diagnosing model. We transform the matching indexes into matching costs. Generally
speaking, a higher matching index indicates a better-matched patient and physician. If a patient is
assigned to a capable physician with a high matching index, it most likely leads to a better
health-care outcome, which has a higher potential to reduce healthcare costs. Thus, when we
transform matching indexes into matching costs, we may assume the higher the matching index,
the lower the matching cost. For simplification, in this work, we assume the matching costs
are known. (2) Through some preliminary classification, the service time of patient \( i \) at service
provider \( j \), \( d_{i,j} (i = 1,2,\ldots,n, j = 1,2,\ldots,k) \) is an independent, not necessary identically
distributed random variable, which is known to the decision-maker.

With the above information, the decision-maker of the specialty care needs to determine (1) as-
ignment problem and (2) appointment scheduling problem. Specifically, the assignment problem
means how to assign those \( n \) patients to \( k \) service providers. We use \( x_{i,j} (i = 1,2,\ldots,n, j = 1,2,\ldots,k) \)
to denote the decision variable for assignment problem. If patient \( i \) \( (i = 1,2,\ldots,n) \) is assigned to
service provider \( j \) \( (j = 1,2,\ldots,k) \), \( x_{i,j} = 1 \), otherwise \( x_{i,j} = 0 \). Given the assignment, the appoint-
ment scheduling problem means, for each service provider, how to determine the start times (or
equivalently the job allowances) for assigned patients. We use \( s_{i,j} (i = 1,2,\ldots,n, j = 1,2,\ldots,k) \)
to denote the decision variable (i.e., job allowance) for appointment scheduling problem. And we
have \( s_{i,j} = 0 \) if \( x_{i,j} = 0 \), which means if patient \( i \) is not assigned to service provider \( j \), then we
do not leave any job allowance for that patient \( i \) at service provider \( j \). We assume that once the
assignment is fixed, the patients assigned to each service provider would go through their service ac-
cording to their index order, i.e., the service provider would handle patient \( i \) before patient \( i' \) if \( i < i' \).

With any given assignment, for each service provider, the corresponding appointment scheduling
degenerates into a classic appointment scheduling. For convenience and clarity, in the rest of this
paper, we refer to a patient in the appointment system as a job and use the terms job and patient
interchangeably.

Due to the randomness of the stochastic service times, patients’ waiting or service providers’
idling might come up. We use the term \( W_{i,j} (i = 1,2,\ldots,n, j = 1,2,\ldots,k) \) to denote the actual
waiting time of patient \( i \) before it has been seen by service provider \( j \). Then we have \( W_{i,j} = 0 \) if
\( x_{i,j} = 0 \). In order to derive the waiting times logically, we introduce the virtual waiting time \( \tilde{W}_{i,j} (i = 1,2,\ldots,n, j = 1,2,\ldots,k) \) for patient \( i \) at service provider \( j \). The virtual waiting time \( \tilde{W}_{i,j} \)
indicates the waiting time of patient \( i \) before she/he is seen by service provider \( j \), regardless of the
actual assignment of patient \( i \). Given any assignment \( x_{i,j} = 1 \), patient \( i \) may actually need to wait
for service provider \( j \) to be served but must not wait for other service provider \( h \neq j \). With the
definition of virtual waiting time \( \tilde{W}_{i,j} \), the actual waiting time \( \tilde{W}_{i,j} \) can be achieved by multiplying
the virtual waiting time \( W_{i,j} \) by the assignment \( x_{i,j} \), i.e., \( \tilde{W}_{i,j} = x_{i,j} W_{i,j} \).

Next, we present how to derive virtual waiting times \( \tilde{W}_{i,j} \) recursively. In the classic single provider
appointment scheduling problem, the actual waiting time is determined through the waiting time,
the service time, and the job allowance of its preceding appointment recursively. However, for our
problem, the actual service time is expressed as \( x_{i,j} \cdot d_{i,j} \). Thus, in order to derive the virtual waiting
times \( W_{t,j} \), we can modify the service time of our problem and formulate the virtual waiting time \( W_{t,j} \) as follows:

\[
W_{t,j} = \max\{0, x_{t-1,j}d_{t-1,j} + W_{t-1,j} - s_{t-1,j}\} \quad i = 2, \cdots n, j = 1, \cdots k
\]

\[W_{1,j} = 0 \quad j = 1, \cdots k\]  

(3.1)

Similarly, we define the virtual idle time \( I_{t,j} \) \((i = 1, 2, \cdots n, j = 1, 2, \cdots k)\), which denotes the idleness of service provider \( j \) after serving patient \( i \). Note that for any service provider \( j \), the summation \( \sum_{i=1}^{n} I_{t,j} \) equals to the actual idleness for service provider \( j \). Thus, the notation of virtual idle time \( I_{t,j} \) is enough to depict our performance indicator and we do not need to define the actual idle time. In the rest of this paper, we will omit the term “virtual” for idle time \( I_{t,j} \). Then we also derive the idle time \( I_{t,j} \) recursively as follows:

\[I_{t-1,j} = \max\{0, -x_{t-1,j}d_{t-1,j} - W_{t-1,j} + s_{t-1,j}\} \quad i = 2, \cdots n + 1, j = 1, 2, \cdots k\]  

(3.2)

Note that we restrict all services that should be finished within a session length \( T \) for all service providers. As a result, the service system may incur some overtime for some service providers. We define \( O_j \) \((j = 1, \cdots k)\) to represent the overtime for service provider \( j \), then it is derived as follows:

\[O_j = \max\{0, m_{n,j}d_{n,j} + W_{n,j} - s_{n,j}\} \quad j = 1, 2, \cdots k\]  

(3.3)

For the service system, again, \( m_{i,j} \) states the cost for patient \( i \) being assigned to service provider \( j \). Let \( c^W_i \) denote the unit waiting time cost for patient \( i \). And let \( c^I_j \) and \( c^O_j \) denote the unit idle time, and overtime cost for service provider \( j \), respectively. We define a weight \( \lambda \) to balance the matching cost and the weighted operational costs. The objective is to optimize the assignment and appointment scheduling simultaneously, such that the expected weighted operational (i.e., waiting costs, idling costs, and overtime costs) and matching cost is minimized, as shown in equation (3.4):

\[
\sum_{j=1}^{k} E \left[ \sum_{i=1}^{n} (c^W_i x_{i,j} W_{i,j} + c^I_j I_{i,j} + c^O_j O_j) \right] + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{i,j} x_{i,j}
\]  

(3.4)

In the objective function (3.4), the weight \( \lambda \) is used to balance different dimensions of matching cost and the weighted operational costs. In practice, we may first test different values of \( \lambda \) to justify the corresponding matching and operational costs, and then select an appropriate value of \( \lambda \) to implement. Thus, in our numerical analyses section, we take the values of \( \lambda \) from 0 to 100. When \( \lambda = 0 \), it indicates that only the operational cost is considered. Besides, in the numerical analyses, we demonstrate the effect of the matching cost by increasing \( \lambda \), which is the same as the standardization of the cost coefficients.

Next, we construct constraints for our problem. For decision variables \( x_{i,j} \) and \( s_{i,j} \), we define the following constraints:

\[\sum_{i=1}^{n} x_{i,j} \geq 1 \quad j = 1, 2, \cdots, k\]

\[\sum_{j=1}^{k} x_{i,j} \leq 1 \quad i = 1, 2, \cdots, n\]  

(3.5)

\[\sum_{i=1}^{n} s_{i,j} = T \quad j = 1, 2, \cdots, k\]
The first equation in (3.5) makes sure there should be at least one patient assigned to each service provider, because there is no necessary to keep one service provider idle in a session length. The second equation in (3.5) ensures each patient should be assigned to one service provider. The third equation in (3.5) indicates all appointments should be scheduled within session length $T$. In addition, we need to make sure $s_{i,j} = 0$ if patient $i$ is not assigned to service provider $j$. Thus, we define the following inequalities to achieve this purpose:

$$s_{i,j} \leq Mx_{i,j} \quad i = 1, 2, \cdots, n, j = 1, 2, \cdots, k$$  \hspace{1cm} (3.6)

where $M$ is a big number.

Through recursive equations (3.1), (3.2), and (3.3), we derive the following equalities:

$$W_{i,j} - I_{i-1,j} = x_{i-1,j}d_{i-1} + W_{i-1,j} - s_{i-1,j} \quad i = 2, 3, \cdots, n, j = 1, 2, \cdots, k$$

$$O_{j} - I_{n,j} = x_{n,j}d_{n} + W_{n,j} - s_{n,j} \quad j = 1, 2, \cdots, k$$  \hspace{1cm} (3.7)

With performance indicators derived in equations (3.1), (3.2) and (3.3), the objective is to jointly optimize the assignment and appointment scheduling, such that the expected weighted operational (i.e., waiting costs, idling costs and overtime costs) and matching cost is minimized. Thus, our studied problem can be formulated as the following stochastic model $(M0)$:

$$(M0) \min_{x, s} \sum_{j=1}^{k} \mathbb{E} \left[ \sum_{i=1}^{n} \left( c_{i,j}^W W_{i,j} + c_{i,j}^I I_{i,j} \right) + c_{j}^O O_{j} \right] + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{i,j} s_{i,j}$$

s.t. (3.5), (3.6), (3.7)

$$x_{i,j} \in [0, 1], s_{i,j} \geq 0$$

4. Proposed Method

To solve this stochastic problem, we first exploit the SAA method to handle the stochastic service times. On this basis, an improved Benders decomposition algorithm with feasibility cuts is developed to solve the approximated problem efficiently.

4.1. SAA-based Formulation

As indicated in the literature, the SAA method is an efficient scenario-based method for solving stochastic programming problems, and has been widely used to solve appointment scheduling problems [23, 37, 26]. Specifically, with given service time distribution $d$, we randomly generate $H$ i.i.d. realizations. Then, the stochastic program (3.8) can be approximated by the following deterministic program (DP):
\[(DP) \quad \min_{x,s,W,I,O} \frac{1}{H} \sum_{h=1}^{H} \sum_{i=1}^{n} \left( \sum_{j=1}^{k} (c_{ij}^w x_{i,j}^w + c_{ij}^f t_{i,j}^f + c_{ij}^o O_{ij}^h) \right) + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{i,j} x_{i,j} \]

s.t. \[ \sum_{i=1}^{n} x_{i,j} \geq 1 \quad j = 1, 2, \ldots, k \]

\[ \sum_{j=1}^{k} x_{i,j} = 1 \quad i = 1, 2, \ldots, n \]

\[ \sum_{i=1}^{n} s_{i,j} = T \quad j = 1, 2, \ldots, k \]

\[ s_{i,j} \leq M x_{i,j} \quad i = 1, \ldots, n, j = 1, \ldots, k \]

\[ W_{i,j}^h - t_{i-1,j}^h = x_{i-1,j} d_{i-1,j}^h + W_{i-1,j}^h - s_{i-1,j} \quad i = 2, \ldots, n, j = 1, \ldots, k, h = 1, \ldots, H \]

\[ O_{i,j}^h - t_{n,j}^h = x_{n,j} d_{n,j}^h + W_{n,j}^h - s_{n,j} \quad j = 1, \ldots, k, h = 1, \ldots, H \]

\[ W_{1,j}^h = 0 \quad j = 1, \ldots, k, h = 1, \ldots, H \]

\[ x_{i,j} \in \{0, 1\}, \quad s_{i,j} \geq 0 \]

In the above deterministic program based on SAA, \( d_{i,j}^h \) denotes the realization of service time \((d_{i,j})\) under realization \(h\), the variables \( W_{i,j}^h, t_{i,j}^h \) and \( O_{i,j}^h \) denote the corresponding waiting time, idle time and overtime under realization \(h\), respectively. Note that except for the original decision variables \(x\) and \(s\), we let the performance indicators \(W, I\) and \(O\) as new decision variables, to linearize those performance indicators.

For the above deterministic program, it is a non-linear mixed-integer linear program. We can even introduce a big-M method to reformulate it as a mixed-integer linear program. However, when the problem size is large, it is difficult to achieve an optimal solution in a reasonable computational time. According to our preliminary test, when \(H = 1000, n = 40, k = 4\), respectively, the optimal solution of the corresponding MILP cannot be achieved within 5 hours. Thus, we propose an improved Benders decomposition to solve above DP efficiently.

4.2. Improved Benders Decomposition

The Benders decomposition method is suitable for some large scale problems with special structure. Our problem has the structure that the subproblem can be solved to optimality without actually solving the corresponding problem, which is suitable for the Benders decomposition. Before we introduce the Benders decomposition method, we first analyze a lower bound for the objective function, which helps to generate some feasibility cuts for the proposed algorithm. We define the individual cost \(C_{i,j}\) for the original problem \((M0)\) as follows:

\[
C_{i,j} = \begin{cases} 
\mathbb{E}[c_{i+1}^w x_{i+1,j}^w W_{i+1,j} + c_{i+1}^f t_{i+1,j}^f] & \text{i} = 1, 2, \ldots, n - 1 \\
\mathbb{E}[c_{i}^o O_{i,j} + c_{i}^f t_{i,j}^f] & \text{i} = n \\
\end{cases} \quad j = 1, \ldots, k \quad (4.2)
\]
Lemma 1. For any given assignment $\mathbf{x}$, the individual cost $C_{i,j}$ is bounded as follows:

$$C_{i,j} \geq \begin{cases} x_{i+1,j}g_{i,j} & i = 1, 2, \ldots, n - 1 \\ \infty & j = 1, \ldots, k \end{cases}$$

(4.3)

where

$$g_{i,j} = \begin{cases} \min_{s_{i,j}} \mathbb{E}[c_{i+1}^{w}(d_{i,j} - s_{i,j})^+ + c_{j}^{d}[d_{i,j} - s_{i,j}]] & i = 1, 2, \ldots, n - 1 \\ \min_{s_{i,j}} \mathbb{E}[c_{j}^{d}[d_{i,j} - s_{i,j}]^+ + c_{j}^{d}[d_{i,j} - s_{i,j}]] & j = 1, \ldots, k \end{cases}$$

(4.4)

where $[a]^+ = \max(a, 0)$ and $[a]^− = \max(-a, 0)$.

Proof: For $i = 1, 2, \ldots, n - 1, j = 1, \ldots, k$, we always have $C_{i,j} \geq x_{i+1,j}g_{i,j}$. We now bound the right hand $\mathbb{E}[c_{i+1}^{w}W_{i+1,j} + c_{j}^{d}I_{i,j}]$. Based on the definition, we have

$$\mathbb{E}[c_{i+1}^{w}W_{i+1,j} + c_{j}^{d}I_{i,j}] = \mathbb{E}[c_{i+1}^{w}[W_{i,j} + d_{i,j} - s_{i,j}]^+ + c_{j}^{d}[W_{i,j} + d_{i,j} - s_{i,j}]]$$

$$= \mathbb{E}_{d_{i,j}}[c_{i+1}^{w}[W_{i,j} + d_{i,j} - s_{i,j}]^+ + c_{j}^{d}[W_{i,j} + d_{i,j} - s_{i,j}]]\bigg|_{W_{i,j}}$$

Suppose $s^∗_{i,j}$ is the optimal solution to achieve $g_{i,j}$ such that $s^∗_{i,j} = \arg\min_{s_{i,j}} \mathbb{E}_{d_{i,j}}[c_{i+1}^{w}[d_{i,j} - s_{i,j}]^+ + c_{j}^{d}[d_{i,j} - s_{i,j}]]$. It follows that

$$g_{i,j} \leq \mathbb{E}_{d_{i,j}}[c_{i+1}^{w}[d_{i,j} - \tilde{s}_{i,j}]^+ + c_{j}^{d}[d_{i,j} - \tilde{s}_{i,j}]] \forall \tilde{s}_{i,j}$$

Therefore, for any realization of $W_{i,j}$, let $\tilde{s}_{i,j} = s_{i,j} - W_{i,j}$, we have

$$g_{i,j} \leq \mathbb{E}_{d_{i,j}}[c_{i+1}^{w}[W_{i,j} + d_{i,j} - s_{i,j}]^+ + c_{j}^{d}[W_{i,j} + d_{i,j} - s_{i,j}]]\bigg|_{W_{i,j}}$$

By taking expectation for random variable $W_{i,j}$ for above equation, the inequality still holds, which implies $\mathbb{E}[c_{i+1}^{w}W_{i+1,j} + c_{j}^{d}I_{i,j}]$ is bounded by $g_{i,j}$ for any $s_{i,j}$.

Similarly, we can also bound $C_{i,j}$ when $i = n$. This completes the proof. □

Note that in Lemma 1, $g_{i,j}$ corresponds to the optimal cost of a general Newsvendor problem [38]. Given the cumulative distribution function $F_{i,j}$ for $d_{i,j}$, the optimal solution $s^∗_{i,j}$ can be achieved through $F_{i,j}(s^∗_{i,j}) = \frac{w}{c_{i+1}^{w} + c_{j}^{d}}$ for $i = 1, \ldots, n-1, j = 1, \ldots, k$. Thus, the optimal cost $g_{i,j}$ can be calculated easily.

With Lemma 1, for any given assignment $\mathbf{x}$, the operational cost is bounded as $\sum_{i=1}^{n} \sum_{j=1}^{k} x_{i+1,j}g_{i,j}$. Furthermore, Lemma 1 helps to bound some variables in the master problem in the Benders decomposition algorithm. We will introduce it later.

We observe that for any solution $(\mathbf{x}, \mathbf{s})$, the operational costs are decomposable by scenario $h$ and service provider $j$. And they can be determined through recursive equations (3.1), (3.2) and (3.3). Due to this kind of special structure, we further reformulate problem (4.1) as the following two-stage optimization problem:
\[
\begin{align*}
\min_{x,s} & \quad \sum_{j=1}^{k} Q_{j}(x,s) + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{i,j} x_{i,j} \\
\text{s.t.} & \quad \sum_{j=1}^{n} x_{i,j} \geq 1 \quad j = 1, 2, \cdots, k \\
& \quad \sum_{j=1}^{k} x_{i,j} = 1 \quad i = 1, 2, \cdots, n \\
& \quad \sum_{j=1}^{n} s_{i,j} = T \quad j = 1, 2, \cdots, k \\
& \quad s_{i,j} \leq M x_{i,j} \quad i = 1, \cdots, n, j = 1, \cdots, k \\
& \quad x_{i,j} \in \{0, 1\}, s_{i,j} \geq 0
\end{align*}
\]

where

\[
Q_{j}(x,s) = \min_{w, h} \frac{1}{H} \sum_{h=1}^{H} \left[ \sum_{i=1}^{n} \left( c_{i}^{w} x_{i,j} W_{i,j}^{h} + c_{j}^{l} I_{i,j}^{h} + c_{j}^{o} O_{j}^{h} \right) \right]
\]

\[
\text{s.t.} \quad W_{i,j}^{h} - I_{i,j}^{h} = x_{i-1,j} a_{i-1,j}^{h} + W_{i-1,j}^{h} - s_{i-1,j} \quad i = 2, \cdots, n, h = 1, \cdots, H
\]

\[
O_{j}^{h} - I_{n,j}^{h} = x_{n,j} a_{n,j}^{h} + W_{n,j}^{h} - s_{n,j} \quad h = 1, \cdots, H
\]

\[
W_{1,j}^{h} = 0 \quad h = 1, \cdots, H
\]

The above problems (4.5) and (4.6) called master problem (MP) and subproblem (SP), respectively. As we mentioned, with the optimal solution obtained from problem (4.5), the optimal cost and solution of problem (4.6) can be achieved through recursive equations (3.1), (3.2) and (3.3) without actually solving the optimization problem. Thus, the remaining problem is how to use the solution of the second stage problem to verify the optimality of the master problem.

Next, we analyze the optimal solution of the dual problem of \(Q_{j}(x,s)\), which helps to find the optimal solution for the first problem (4.5). For each scenario \(h\), let \(a_{i,j}^{h}(i = 1, 2, \cdots, n, h = 1, 2, \cdots, H)\) be the dual decision variable for the second problem (4.6), the dual form of the operational cost for service provider \(j\) under scenario \(h\) can be derived as follows:

\[
\begin{align*}
\max_{a} & \quad \sum_{j=1}^{k} \sum_{i=1}^{n} (x_{i,j} a_{i,j}^{h} - s_{i,j}) a_{i,j}^{h} \\
\text{s.t.} & \quad a_{i-1,j}^{h} - a_{i,j}^{h} \leq c_{i}^{w} x_{i,j} \quad i = 2, \cdots, n, h = 1, \cdots, H \\
& \quad - a_{i,j}^{h} \leq c_{j}^{l} \quad i = 2, \cdots, n, h = 1, \cdots, H \\
& \quad a_{n,j}^{h} \leq c_{j}^{o} \quad h = 1, \cdots, H
\end{align*}
\]

By the strong dual theorem, we can obtain the optimal solution of the dual problem (4.7) without actually solve it:
To solve the two-stage program (4.5) efficiently, we propose an improved Benders decomposition algorithm based on the optimal solution of (4.8) and (4.9). Following the idea of general Benders decomposition, the procedures of the Benders decomposition algorithm for our studied two-stage program are as follows: (1) Formulate the master problem MP as a relaxation form by replacing the optimal value $Q_j(x,s)$ with a new decision variable $\theta_j$ ($\theta_j \geq 0$). And then solve the new master problem and find an optimal solution $s$ and send it to the SP. (2) Evaluate whether the optimal solution obtained in the new master problem violates the optimality. If it does, then add optimality cuts generated by incorporating the optimal solution of the SP to the MP and go back to procedure (1); otherwise, the solution is globally optimal. (3) Repeat the above two procedures until an optimal solution is found.

In this work, we also improve the standard Benders decomposition by adding the feasibility cuts $\sum_{i=1}^{n-1} x_{i+1,j} g_{i,j} + g_{n,j}$, which derives from Lemma 1. The set of feasibility cuts restrict the feasible region, which helps to solve the problem more efficiently. As for the optimality cuts $\{L(x,s) \geq 0\}$ that come from the optimal solution of the dual of the SP, due to the special structure of SP, the optimal solution can be achieved easily without actually solving the optimization problem.

The pseudocode of the proposed improved Benders decomposition is presented in Algorithm 1.

Algorithm 1

Step 1: Input: Service time realization $d$, parameters $c^W, c^I, c^O, \lambda$, and $m$. Set the set of optimality cuts $\{L(x,s) \geq 0\} = \emptyset$.

Step 2: Solve the master problem

\[
\text{(MP)} \quad \min_{x,x,s} \sum_{j=1}^{k} \theta_j + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{i,j} x_{i,j}
\]

s.t. \quad \sum_{j=1}^{k} x_{i,j} = 1 \quad i = 1, \ldots n

\quad \sum_{i=1}^{n} x_{i,j} \geq 1 \quad j = 1, \ldots n

\quad \sum_{i=1}^{n} s_{i,j} = T \quad j = 1,2,\ldots,k

\quad s_{i,j} \leq Mx_{i,j} \quad i = 1, \ldots n, \quad j = 1,\ldots k

\quad \theta_j \geq \sum_{i=1}^{n-1} x_{i+1,j} g_{i,j} + g_{n,j} \quad j = 1, \ldots n

\quad x_{i,j} \in \{0, 1\}, \quad s_{i,j} \geq 0

\quad L(x,s) \geq 0
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and record an optimal solution \((\mathbf{x}^*, \mathbf{s}^*, \theta^*)\).

Step 3: Given \((\mathbf{x}^*, \mathbf{s}^*)\) obtained from above MP, calculate the corresponding performance indicators \(W, I\) and \(O\) by recursive equations (3.1), (3.2) and (3.3). And record \(\sum_{i=1}^{k} Q_i'(\mathbf{x}^*, \mathbf{s}^*)\). On this basis, determine the optimal solution \((\alpha)\) to problem 4.7 for each scenario through recursive equations (4.8) and (4.9).

Step 4: If \(\sum_{i=1}^{k} \theta_i' \geq \sum_{i=1}^{k} Q_i'(\mathbf{x}^*, \mathbf{s}^*)\), then

stop and return \((\mathbf{x}^*, \mathbf{s}^*, \theta^*)\) as an optimal solution.

Else

add the set of cuts \(\theta_i \geq \frac{1}{n} \sum_{j=1}^{m} \left[ \sum_{i=1}^{n} d_{ij} x_{ij} - \sum_{i=1}^{n} a_{ij} s_{ij} \right] (j = 1, \ldots, k)\), to the set of optimality cuts \(\{L(x, s) \geq 0\}\). And go to Step 2.

End if.

5. Incorporating No-shows

In this section, the proposed method is extended to solve the matching and appointment scheduling problem by considering no-shows. Let \(p_i\) denote the show up probability for patient \(i\), which is known to the decision-maker. Let \(z_i\) indicate whether patient \(i\) shows up for her appointment (i.e., \(z_i = 1\) with probability \(p_i\) or not (i.e., \(z_i = 0\) with probability \(1 - p_i\)). And we also assume that the no-shows are independent for patients.

The key idea is to treat the no-show patient as a “ghost” patients with 0 service time. Let \(\tilde{d}_{i,j}\) denote the service time in the presence of no-shows. We can calculate the actual service time in the system \(d_{i,j} = z_i \tilde{d}_{i,j}\), where \(d_{i,j}\) is the service time without no-shows studied previously.

By abusing notations, let \(W_{i,j}, I_{i,j}\), and \(O_j\) denote the corresponding virtual waiting time, idle time, and over time, respectively. Then, we have

\[
\begin{align*}
W_{i,j} &= \max(0, x_{i-1,j} \tilde{d}_{i-1,j} + W_{i-1,j} - s_{i-1,j}) \quad i = 2, \ldots, n, j = 1, \ldots, k \\
I_{i-1,j} &= \max(0, -x_{i-1,j} \tilde{d}_{i-1,j} - W_{i-1,j} + s_{i-1,j}) \quad i = 2, \ldots, n + 1, j = 1, 2, \ldots, k \\
O_j &= \max(0, x_{n,j} \tilde{d}_{n,j} + W_{n,j} - s_{n,j}) \quad j = 1, 2, \ldots, k \\
W_{1,j} &= 0 \quad j = 1, 2, \ldots, k
\end{align*}
\] (5.1)

In the presence of no-shows, if one patient is a no-show, we can regard the actual waiting time for him/her as zero. Thus, in the objective function, we only need to count the waiting time of those patients who actually show up. On this basis, the total cost under the no-show case is

\[
\sum_{j=1}^{k} \mathbb{E} \left[ \sum_{i=1}^{n} (c_{ij} x_{ij} z_i W_{i,j} + c_{ij} I_{i,j}) + c_j O_j \right] + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{ij} x_{ij} \] (5.2)

Note that \(z_i\) is independent of \((z_1, \ldots, z_{i-1})\), it must be independent of \(W_{i,j}\). Thus, \(\mathbb{E} [c_{ij} x_{ij} z_i W_{i,j}] = p_i c_{ij} x_{ij} W_{i,j}\). Let \(\tilde{c}_{ij} = p_i c_{ij}\), then the above equation (5.2) is equivalent to

\[
\sum_{j=1}^{k} \mathbb{E} \left[ \sum_{i=1}^{n} (\tilde{c}_{ij} x_{ij} W_{i,j} + c_{ij} I_{i,j}) + c_j O_j \right] + \lambda \sum_{i=1}^{n} \sum_{j=1}^{k} m_{ij} x_{ij} \] (5.3)

Note that equation (5.3) has the same form as equation (3.4), except the notations \(\tilde{c}_{ij}\) and \(\tilde{d}_{i,j}\).

Therefore, the proposed method in section 4 can be applied for the case with no-shows.
6. Numerical Analyses

In this section, we conduct numerical experiments to evaluate the performance of our proposed algorithm, and study the influence of different parameters on the optimal assignment and schedule. Specifically, we intend to compare the computational time between our proposed method and the benchmark. The benchmark is solving the corresponding MILP through CPLEX directly, which we will introduce later. Moreover, we investigate the optimal solutions under different scenarios (\(\lambda, (n, k)\)) and the effect of no-shows. We assume an i.i.d. normal distribution for the service time, i.e., \(d_{i,j} \sim N(\mu, \sigma^2), i = 1, \ldots, n, j = 1, \ldots, k\), which has been widely used in the appointment scheduling literature [11, 24]. Following the literature [21, 20, 36], we set the unit waiting time, idling time and overtime costs as \(c^w_i = 0.2, c^j_i = 1, c^O_i = 1.5\).

6.1. Performance of Improved Decomposition Algorithm

In this subsection, we study the performance of our proposed decomposition algorithm. We first reformulate the original deterministic problem (DP) as a deterministic mixed-integer linear program (MILP). And then we solve the MILP directly with CPLEX and use the corresponding results as the benchmark. Through the big-M transformation, the deterministic model (DP) can be reformulated as the following mixed-integer linear program:

\[
\min_{x, s, W, W_0} \quad \frac{1}{H} \sum_{h=1}^{H} \sum_{k=1}^{k} \left[ \sum_{i=1}^{n} (c^w_i \bar{W}_{i,j}^h + c^j_i h_i) + c^O_i \bar{O}_j^h \right] + \lambda \sum_{j=1}^{n} \sum_{i=1}^{k} m_{i,j} x_{i,j}
\]

s.t.

\[
\sum_{i=1}^{n} x_{i,j} \geq 1 \quad j = 1, 2, \ldots, k
\]

\[
\sum_{j=1}^{k} x_{i,j} = 1 \quad i = 1, 2, \ldots, n
\]

\[
\sum_{i=1}^{n} s_{i,j} = T \quad j = 1, 2, \ldots, k
\]

\[
s_{i,j} \leq M x_{i,j} \quad i = 1, \ldots, n, j = 1, \ldots, k
\]

\[
W_{i,j}^h - I_{i-1,j} = x_{i-1,j} d_{i-1,j}^h + W_{i-1,j}^h - s_{i-1,j} \quad i = 2, \ldots, n, j = 1, \ldots, k, h = 1, \ldots, H
\]

\[
O_j^h - O_{j-1}^h = x_{j,n} d_{j,n}^h + W_{n,j}^h - s_{n,j} \quad j = 1, \ldots, k, h = 1, \ldots, H
\]

\[
\bar{W}_{i,j}^h \geq W_{i,j}^h + (x_{i,j} - 1)M \quad i = 2, \ldots, n, j = 1, \ldots, k, h = 1, \ldots, H
\]

\[
W_{i,j}^h \leq \bar{W}_{i,j}^h \quad i = 2, \ldots, n, j = 1, \ldots, k, h = 1, \ldots, H
\]

\[
x_{i,j} \in \{0, 1\}, s_{i,j} \geq 0
\]

(6.1)

Throughout this section, we randomly generate \(H = 1000\) i.i.d. realizations based on given service time distribution. And then we solve the MILP directly with CPLEX. Finally, we illustrate the superiority of our method by comparing the running time with the benchmark.

The parameters are presented as follows.
• The service times of all jobs at each server $d_{ij}$ follow a normal distribution $N(20, 16)$.

• The matching cost $m_{ij}$ of patient $i$ for physician $j$ is generated by a uniform distribution $U[0, 1]$.

• The number of patients and physicians appear as pairs $(n, k)$. We consider four pairs, i.e., $(20, 2), (30, 3), (40, 4)$ and $(50, 5)$.

• The session length is set at $T = 1.5 \cdot \mu \cdot n/k$;

For each pair $(n, k)$, we generate 5 problem instances, for each problem instance, the $\lambda$ is randomly generated from interval $[10, 1000]$. As a result, there are a total of 20 problem instances in our computational experiments. All instances are solved by calling CPLEX 12.6 on Matlab R2016a that runs on a PC with an Intel i5-4590 CPU and 12 GB memory. In our computational experiments, we set the limit of computational times to 5 hours (i.e., 18,000 seconds). For our developed algorithm, we set the absolute tolerance at 0.01. Because the optimal objective value from our method is almost the same (the absolute tolerance is within 0.1) with that from the benchmark (those instances can be solved within 5 hours), we do not display the optimal value in this work. We compare the average, minimum and maximum computational times, which are summarized in Table 1.

<table>
<thead>
<tr>
<th>patients-physician</th>
<th>Our method</th>
<th>Benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min. time</td>
<td>Avg. time</td>
</tr>
<tr>
<td>(20,2)</td>
<td>67</td>
<td>76</td>
</tr>
<tr>
<td>(30,3)</td>
<td>107</td>
<td>149</td>
</tr>
<tr>
<td>(40,4)</td>
<td>181</td>
<td>213</td>
</tr>
<tr>
<td>(50,5)</td>
<td>278</td>
<td>320</td>
</tr>
<tr>
<td>overall</td>
<td>158</td>
<td>189</td>
</tr>
</tbody>
</table>

As shown in Table 1, the average, minimum and maximum computational times of the proposed method are significantly shorter than the benchmark. Computational time increases with the increasing of $n$ and $k$ in pair $(n, k)$ for both our method and the benchmark. As $(n, k)$ increases, the computational time of our method increases slowly, while that of the benchmark increases rapidly. When $(n, k)$ reaches $(4, 4)$ and $(5, 5)$, the benchmark cannot obtain the optimal solution before reaching the time limit (i.e., Ave.time $\approx 18,000$), while our method can solve all problem instances to optimality in a reasonable computational time. These facts indicate that our method is indeed much more efficient than the benchmark. Moreover, there is no significant difference when $\lambda \geq 100$ according to the experimental results. Therefore, we test $\lambda$ ranged from 0 to 100 in the following sections.

6.2. Analysis of $\lambda$ in different scenarios
In this subsection, we analyze the effect of $\lambda$ in different scenarios on the optimal solution and the objective value. Specifically, we fix the pair of patients and physicians as $(20, 2)$ and test different values of matching cost $m$ and $\lambda$. During the numerical experiments, we construct four different scenarios for the matching between patients and physicians, i.e., the number of patients who match...
the first physician best is 2, 4, 6, 8, respectively, which we use 1:9, 2:8, 3:7 and 4:6 to represent those four scenarios. We refer to scenario 1:9 as the most imbalanced patients-physician scenario. As for the matching cost $m$, we randomly generate from $U[0.1, 0.3]$ if one patient match with the best-matched physician; otherwise, we randomly generate from $U[0.8, 1]$. Other parameters setting are the same as subsection 6.1.

We first study the variant of the total cost in different scenarios as $\lambda$ increases. As shown in Figure 1, all matching patterns appear an increasing trend as $\lambda$ increases. Furthermore, the more imbalanced of patients-physician matching, the higher total the cost it has. This because the imbalanced matching pattern would result in a higher matching cost to the optimal solution, and further amplify the total cost through $\lambda$.

![Figure 1: Comparison of the optimal total cost](image)

Then, we break down the total cost and further study the variant of its corresponding operational and unit matching costs. The operational cost refers to the total expected weighted costs of patients’ waiting times and service providers’ idle times and overtimes under the optimal solution, i.e., $\sum_{j=1}^{k} \sum_{n=1}^{n} (c^W x^W_{i,j} W_{i,j} + c^I I_{i,j})$. The unit matching cost refers to the total matching cost without weighted by $\lambda$ under the optimal solution, i.e., $\sum_{j=1}^{k} \sum_{n=1}^{n} m_i x^U_{i,j}$. As shown in Figure 2, both the operational cost and unit matching cost of the scenario 4:6 remains stable as $\lambda$ changes. However, for other matching scenarios, the operational costs increase as $\lambda$ increases, while the unit matching costs exhibit an opposite trend. The reason is that when $\lambda$ is large, the optimal assignment would result in an unbalance operational pattern to avoid a considerable matching cost, thus leads to higher operational costs. But for the more balanced matching scenario (e.g., scenario 4:6), the weight $\lambda$ has no significant impact on the assignment. Besides, both the operational cost and unit matching cost witness a more significant fluctuation when the matching scenario is unbalanced (e.g., scenario 1:9). However, for the operational cost, it seems that the more stable matching scenario, the less operational cost it has. The difference of operational costs between scenarios 1:9 and 4:6 goes up to 51%, while the difference of unit matching costs between them goes up to 54%.

Moreover, we study the pattern of patients assigned to the first physician as $\lambda$ changes for different matching scenarios. As shown in Figure 3, we can see that the number of patients assigned...
to the first physician exhibits a non-increasing trend as $\lambda$ increases for all four matching scenarios. This result indicates that when the weight of matching is large, the optimal solution would assign more patients to the most matched physician. Otherwise, the optimal solution would balance the operational workload for each physician. Furthermore, when the scenario is more balanced (i.e., scenario $4 : 6$), $\lambda$ is not a significant factor to the patient assignment. Another interesting observation is that there exist some overlaps for four scenarios and scenario $1 : 9$ overlaps all other scenarios. It may due to scenario $1 : 9$ is the most imbalanced case. When $\lambda$ increases, patients tend to be assigned to the first physician, such that a higher matching cost is avoided.

6.3. Analyses of $\lambda$ with no-shows

We further analyze the effect of no-shows on the optimal solution and the objective value. We assume an i.i.d. show up indicator, i.e., $p_i = p$, and set the show up probability $p$ takes values from $0.6$ to $0.9$ with an increment of 0.1. By considering the no-shows, we reset the session length as $T = 1.5\mu p n / k$, such that it can adapt according to patients’ no-show behaviors. From Figure 2a, we observe a more substantial fluctuation of the operational cost when the matching scenario is
unbalanced. Thus, we set \((n, k)\) at \((20, 2)\) and choose scenarios \(1 : 9\) to analyze objective value and performance indicators. Moreover, there is a small variation of the operational cost when \(\lambda \leq 50\). Therefore, to obtain an apparent comparison result for performance indicators, we test two different values of \(\lambda\) (i.e., \(\lambda = 50, 100\)), and examine the impact of \(\lambda\) on performance indicators. The other parameters \((e.g., m, d, c_i^w, c_j^i, c_j^O)\) are the same with scenario \(1 : 9\) in section 6.2.

The optimal total, operational, and unit matching costs are presented in Figure 4. As the same as we discussed in section 6.2, \(\lambda\) has a positive impact on the total and operational costs and negative impact on the unit matching cost. It is intuitive that the total cost increases as the show up probability \(p\) increase, as shown in Figure 4a. We also observe the same effect of the show up probability on the unit matching cost when \(\lambda = 50\). However, when \(\lambda\) is substantial (e.g., \(\lambda = 100\)), the show up probability has no influence on the unit matching cost, as shown in Figure 4c. It is more surprising to observe that the operational cost has an increasing trend when \(\lambda = 100\) while an decreasing trend when \(\lambda = 50\). Therefore, we decompose the operational cost and further analyze the total waiting times, idle times, and overtimes, as shown in Figure 5.

From Figures 5a and 5b, we can see that the total waiting times under both values of \(\lambda\) decrease as the show up probability \(p\) increases, while the total idle times witness an opposite trend. This phenomenon can be explained as follows. In each configuration combination of \((\lambda, p)\), the average job allowance for each patient can be approximated as \(1.5\mu = 30\) roughly (Note that we set the session length as \(T = 1.5 \cdot \mu \cdot p \cdot n/k\)). However, the average service time is \(\mu = 20\). It would be more idleness than waiting for the service system. Thus, as the show up probability increases, the number of show up patients increases, which leads to the decreasing of waiting times and increasing of idle times. This kind of trend is amplified as \(\lambda\) increase. Furthermore, from Figure 5c, we can
observe that the total overtimes decrease when \( \lambda = 50 \) and increase when \( \lambda = 100 \) as the show up probability increases. The server system has a higher probability to suffer an overload when \( \lambda = 100 \) than \( \lambda = 50 \). Since the average job allowance is considerably longer than the average service time, the more show up patients, the more idleness, thus less overtimes when \( \lambda = 50 \). However, when \( \lambda = 100 \), the optimal assignment has a high chance to overload for one server. Therefore, more overtime may occur as the number of show up patients increases. As a result, when \( \lambda = 100 \), the total overtime increases as the show up probability \( p \) increases.

### 7. Managerial Implications

In this section, we summarize some managerial insights from the numerical results of this study. First, a more balanced supply and demand result in a lower total cost. From Figure 1, we can observe that for any fixed \( \lambda \), the more imbalanced scenario would result in a higher total cost. This result indicates that if we want to achieve a lower total cost for the system, a more balanced scenario, i.e., scenario 4 : 6, is more desirable. Furthermore, as \( \lambda \) increases, the total cost increase for all scenarios. We also can observe that the more unbalanced scenario, i.e., scenario 1 : 9, the faster-increasing speed of total cost. This result implies that when matching becomes more important, the service provider should pay more effort to balance physicians’ specialties and patients’ diseases.

Second, the weight of the matching cost has a positive impact on the operational cost. From Figure 2, we can see that there is no significant difference for the operational costs among different scenarios when \( \lambda \) is small (e.g., \( \lambda \leq 10 \)). As \( \lambda \) increases, the marginal operational cost increases while the marginal unit matching cost decreases. The operational cost increases at a swift speed as matching becomes more critical. It is because the overtime cost of matched physicians and waiting time of patients increases significantly while other mismatched physicians are idle for the unbalanced scenario, i.e., scenario 1 : 9.

Third, we would suggest the service provider to develop or train the specialty set based on the disease pattern of local patients, such that the workload among physicians can be more balanced. From Figure 3 we can see that when the weight \( \lambda \) is large (e.g., \( \lambda = 100 \)), the workload among different service providers is imbalanced, which means there may be a waste of resources to some degree. Therefore, the specialty set of physicians is critical to balance the physician workload.

Fourth, when the weight of the matching cost is not substantial, we would suggest penalizing the no-show patient, such that the operational cost is minimized. However, when the weight of the matching cost is considerable, which means the matching is more critical to the health care quality, the patient has a higher motivation to see the matched physician. Therefore, the no-show has less influence on the service system.

### 8. Conclusion and future work

In this paper, we jointly optimize a matching problem and appointment problem with multiple service providers, in which the decision-maker determines how to assign patients to physicians and when to start serving patients for each service provider. We assume the service times are stochastic.
and all patients would arrive at the service system punctually at their scheduled times. The objective is to minimize total weighted matching costs and operational costs (patients’ waiting time costs, service providers’ idle time and overtime costs). To solve the problem, we first reformulate the studied problem as a two stage optimization problem based on the SAA approach. And then the properties for the optimal solution of the second stage problem are analyzed. On this basis, an improved benders decomposition algorithm is proposed to solve this problem efficiently. We also extend our method to incorporate no-shows. Finally, we conduct computational experiments to evaluate the efficiency of our proposed algorithm and investigate the variation of the optimal solutions yielded in different scenarios.

Our studies mainly show that: (1) the integrated matching problem and appointment scheduling can be formulated as a two-stage optimization problem; (2) the improved Benders decomposition algorithm is efficient to solve our studied problem in a reasonable time; (3) the optimal solution would assign patients to the most matched physicians if the matching cost dominate operational cost, otherwise, the optimal solution would balance the workload of physicians as much as possible; and (4) the no-show has less influence on the service system when the weight of the matching cost is substantial.

Our work can be extended in several aspects. We assume a fixed sequence for patients at each service provider, due to different type of patients, it may be valuable to optimize the sequence for patients at each service provider. Furthermore, unpunctuality is also inevitable in practice, which may lead to patients arriving out of order. In the future, we may also handle these stochastic factors.
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